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Abstract
Like many natural phenomena, genetic mutations that cause cancer have a very heavy tail - the frequency of a few driver mutations is very high as compared to the majority. As a result, infrequent driver mutations make it difficult to identify the distinct mutated genetic pathways that cause cancer progression. Despite the success of computational methods to understand the underlying structure of somatic mutations based on stochastic processes, frequency counts, or factor analysis, they have limitations capturing datasets with power law behavior. Generalizations such as the Pittman-Yor process or placing sparse priors on factor analysis have been used to model power law behavior, but they are limited by scale and computational tractability. In this paper we extended the use of completely random measures based on the gamma process and stable processes to a variational autoencoder (VAE) framework that can incorporate massive datasets, while remaining computationally tractable. We outline the generative mixture model that is used as a prior for the VAE to illustrate the utility for modeling power law behavior in somatic mutations and create more interpretable mutation profiles.

1 Introduction
Somatic mutation profiling often leverages expert knowledge in terms of annotations of functional consequences (e.g. AnnoVar and ENSEMBL VEP annotations) and biological knowledge of pathways (e.g. KEGG and GO annotations) to create a list of driver mutations that induce carcinogenesis. Distinguishing between driver mutations and passenger mutations, mutated genes that are not directly related with tumor genesis, is crucial for therapeutic decisions as well as the basic understanding of carcinogenesis. Moreover, driver mutations reflect changes in distinct pathways, such that the same pathway can be affected by various driver mutations [Sjöblom et al., 2006]. As a result, research has been divided into finding individual mutated genes or pathways, our model focuses on the latter.

There are a variety of models to discover mutated pathways, such as linear programming, sparse factor analysis, or mixture models based on stochastic processes, like the beta-Bernoulli process. The primary goal of these models, and our model, is to create a diverse set of partitions that accurately render the relationship between mutations. Despite the simple generative construct of mixture models and factor analysis, the postulated distributions are often inappropriate for modeling real data, in that they fall into the scheme of the “rich get richer”. Our goal here is to complement these approaches to scale with power law behavior to identify the affected latent pathways.

To account for sparsity in real data, power laws for latent models have yielded algorithms that use the Pittman-Yor process with its corresponding inference scheme. Unfortunately, with the large size of genetic datasets, current power law models do not scale computationally. We demonstrate a generative framework using normalized random measure mixture models (NRMM) with a variational inference scheme that incorporates the scalability of variational autoencoders [Kingma and Welling, 2013]. The model is applied to a mutation dataset based on lung adenocarcinoma, with preliminary results suggesting scaling between mutations and latent pathways follows a power law model.

2 Methods
We first give a general description of our model and how it incorporates a completely random measure. We then show the inference model using a variational autoencoder.

2.1 Definitions
Let $(\Omega, \Sigma, P)$ be a probability space and $u$ on $(\Omega, \Sigma)$ is a random measure values element such that $u(A)$ is a random variable for any measure set $A \in \Sigma$. A completely random measure (CRM) is a random measure with additional requirement such that for any finite disjoint measurable sets $A_1...A_n \in \Sigma$ the random variables $u(A_1)...u(A_n)$ are independent [Kingman, 1967]. We can represent a CRM using the Lévy-Khintchine formula of its Laplace functional transform as follows

$$E[e^{\int g(y)u(dy)}] = e^{-\phi(s)} = \exp\left(-\int (1-e^{-sg})p(ds)H_0(dy)\right) \tag{1}$$

where $p(ds)$ is the Lévy measure, $g$ is a positive measurable function on $\mathcal{Y}$ and $H_0$ is the base distribution. A nor-
normalized random measure can then be represented as $P(\cdot) = u(\cdot) / u(\mathcal{G})$, where $u(\mathcal{G})$ is the total mass that must be finite and almost positive surely. This is satisfied when $p(ds) = \infty$ and the Laplace transform is finite for any positive $s$. Two popular Lévy measures that incorporate power law are the generalized gamma process (GGP) and the stable beta processes (SBP), however, they rely on variants of MCMC, which have difficulty scaling to large datasets. Recent research has shown the little known Bertoin-Fujita-Roynette-Yor, BFRY distribution has exhibited power law behavior [Bertoin et al., 2006] which can scale to the GGP and SBP by incorporating exponential tilting, thus allowing for simpler simulation [Lee et al., 2016].

In our model we use the properties of the BFRY distribution to create a normalized random measure (NRM) and then use the techniques described in [James et al., 2009] to create the joint distribution of a NRMM (2).

$$p(x, \theta, u) = \frac{u^{N-1}}{\Gamma(N)} e^{-\phi(u)} du \prod_{k=1}^{K} \kappa_{|\theta_{k}|} H_{0}(d\theta) \tag{2}$$

where $\kappa_{m}$ denotes the $m$th moment of the Lévy measure, $\theta$ is the latent variable, and an auxiliary variable $U \sim Gamma(N, \theta)$ is introduced for tractability. For inference we use a VAE and must optimize the ELBO with respect to the parameters of the variational distribution $E_{q}[\log p(x, \theta, u)] - E_{q}[\log q(\theta, u)]$. Since the parameters of the variational distribution are not differentiable as required for a VAE, we use the reparameterization trick using an acceptance-rejection algorithm as in [Naesseth et al., 2017], where $\theta = h(\epsilon, \alpha)$ and $h$ is an estimation of the ratio of the gamma and beta distributions parameterized by $\alpha$.

3 Experiments

We demonstrate the ability of BFRY mixture models as a prior for VAE to learn meaningful latent somatic pathways by using the lung dataset available on TCGA [Network and others, 2014]. We truncated the number of latent pathways to 700, set the alpha parameter to 0.1, and removed any outlier mutations resulting in 100 distinct mutations within 300 patients. In Figure 1 we show preliminary results that indicate the model produces power law behavior in the somatic mutation profile in comparison to the mixture models based on Gaussian or Dirichlet processes.
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